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Flows
Turbulence modeling techniques are compared for the simulation of low speed indoor air
flow in a simple room. The effect of inlet turbulence intensity on the flow field is inves-
tigated using the constant coefficient large eddy simulation (LES) model with uniform
mean inlet conditions at several levels of inlet turbulence intensities. The results show
significant differences between the simulations with laminar inflow conditions and those
in which turbulence was introduced at the inlet. For simulations with turbulent inlet
conditions, it is noticed that the jet transitions to a state of fully developed turbulence
wherein the dynamics of the flow become nearly insensitive to any further increase in the
level of inlet turbulence. For laminar flow conditions, it is seen that the jet slowly spreads
and mixes with the quiescent room air. As a result, the jet reaches a fully developed
turbulent state further away from the inlet relative to the simulations with inlet turbu-
lence. The effect of using experimental inlet profiles is also investigated. It is seen that,
close to the inlet, the flow is sensitive to the inflow details, whereas further away from the
inlet, these effects become less pronounced. The results from the constant coefficient and
the dynamic LES models are compared. The most noticeable differences in the flow occur
at the locations where the subgrid-scale’s contribution to the turbulent kinetic energy is
highest. Finally, the results from the dynamic LES and the k-� models are compared. It is
found that there are significant differences between the two models for the zero inlet
turbulence limit where the flow is most probably transitional in nature and turbulence has
not yet reached a fully developed state. It is seen that in the laminar inflow case the k-�
model predicts a fully turbulent jet very close to the inlet and thus fails to capture the
slow development of the jet found in LES. Accordingly, the k-� model results are nearly
insensitive to the level of inlet turbulence especially far from the origin of the flow. It is
also seen that for cases with nonzero inlet turbulence level, the k-� model predicts the
general features of the mean flow reasonably well; however, the k-� model overpredicts
the jet spreading rate and the turbulent kinetic energy close to the inlet. Furthermore, the
k-� model under predicts the turbulence level near the corner of the ceiling as it fails to
capture the complicated mean velocity and turbulent kinetic energy, most likely because
of the highly intermittent flow pattern found there in LES. �DOI: 10.1115/1.3112386�
Introduction

The vast majority of ventilation systems are designed assuming
he pollutants and the ventilating air are well mixed within a
oom, regardless of its size. In many instances, this is far from
eality. There are numerous cases where the dispersion of pollut-
nts does not correspond to a well-mixed condition �1�. Compu-
ational fluid dynamics �CFD� provides a practical option for pre-
icting the airflow and pollutant distributions in buildings. CFD
an be used to determine the best locations of air supply diffusers
nd return outlets and the flow rate needed to create an acceptable
ndoor air quality.

The Reynolds number for the flow inside a built environment is
ost likely high; hence the CFD model must account for turbu-

ence. Turbulence modeling can be done at a variety of levels,
epending on accuracy requirements, the computational facilities,
nd the wall-clock time available for the calculation. Direct nu-
erical simulation �DNS� is a model-free approach that involves

btaining the three-dimensional solution of the Navier–Stokes
NS� equations with full resolution of all of the spatial and tem-
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poral scales of the turbulent motion. With DNS, the complete flow
field throughout the domain is determined with no modeling as-
sumptions, and thus it offers the most accurate characterization of
the turbulence possible. The principal drawback of DNS is that its
computational cost increases in proportion to the cube of the Rey-
nolds number �2�. This limits its use mainly to fundamental sci-
entific investigations of turbulence, and makes it impractical for
CFD of the sort required for the present application.

At the other extreme in terms of computational cost is the
Reynolds-averaged Navier–Stokes �RANS� modeling. With
RANS, modeled equations for the mean velocity of a statistically
stationary turbulent flow are solved. The higher-order Reynolds
stresses are usually obtained from a turbulent viscosity model,
which is algebraically related to other turbulence quantities such
as the turbulent kinetic energy k and energy dissipation rate � for
which modeled transport equations are solved. Because RANS is
not concerned with solving for the fluctuating velocity and pres-
sure fields, the computational cost is much lower �by orders of
magnitude� than the equivalent DNS. However, the accuracy of
RANS predictions is limited by the fidelity of the closure models
used to represent the effects of the turbulent fluctuations. Despite
decades of research, there remain fundamental limitations to what
can be expected from a RANS simulation �3�.

Large eddy simulation �LES� has emerged as an important in-
termediate approach, whereby one solves for the instantaneous
filtered velocity of the largest energy-containing eddies of the tur-

bulent motion and models the effect of the subgrid-scale motions
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Downloa
n the resolved scales. As LES directly solves for the large-scale
urbulence, it yields more accurate results than RANS, yet has a

uch lower computational cost than DNS, in which all of the
cales of the turbulence must be fully resolved. With the rapid
rowth in computer speed and memory over the past 30 years,
ES has moved from being a research tool to a valuable tool for
tudying flows in realistic geometries.

The development of LES for turbulent flows has been an active
rea of research, and there have been several important advances
n LES since the pioneering work of Smagorinsky �4�, Lilly �5�,
eardorff �6�, Schumann �7�, and others. Advances have been
ade in �i� modeling the unresolved processes; �ii� accurate nu-
erical methods on structured and unstructured grids; �iii� de-

ailed comparison of LES calculations with DNS and experimen-
al data in canonical flows; �iv� extensions to include additional
henomena, e.g., turbulent combustion; and �v� computational
ower, which has increased by more than four orders of magni-
ude since the 1970s �8�. Various subgrid-scale �SS� models have
een developed, beginning with the early work that relied on an
ddy viscosity model with a constant coefficient Cs, which is a
unction of the flow regime �4–6�. The dynamic model was first
ntroduced by Germano et al. �9�, with important modifications
nd extensions provided by Lilly �10� and Meneveau et al. �11�.
he dynamic model provides a method for estimating the Smago-

insky coefficient locally. It has proven quite successful, and the
ame procedure has been applied in several other contexts �2�.
ne requirement for truly accurate LES is that the grid adequately

esolve the largest energy-containing eddies so that the subgrid
odel is subdominant to the resolved scales. This implies either

aving some a priori knowledge of the length scales of the turbu-
ence so that the grid can be designed accordingly or having an
daptive approach that refines the grid where needed.

In the field of indoor air flow simulation, several researchers
ave studied the performance of the k-�-model �12,13�. The au-
hors demonstrated that the model can successfully predict the

ean velocities. Chen �14� compared the performance of four
ifferent k-� and Reynolds stress models �RSMs� for four com-
on problems in air flows: natural convection, forced convection,
ixed convection, and impinging jet flows. The study showed that

ll four models predicted the mean velocities reasonably well;
owever, they failed to accurately predict the turbulence levels.
hile RANS models are strictly applicable to fully developed

urbulent flows �15�, it is not uncommon in indoor air flows, es-
ecially at low ventilation rates, to have laminar, transitional, and
lowly developing turbulent flows co-existing �15,16�.

LES has been successfully applied to airflow simulations
17–19�. Davison and Nielson �17� compared the performance of
he standard Smagorinisky and dynamic models for a simply ven-
ilated room. It was found that the dynamic model agrees better
ith the experimental data. Jiang et al. �19� used LES to study air
ows in and around buildings. They compared the Smagorinsky
S model, the filtered dynamic �FD� model by Zhang and Chen
20�, and the stimulated small-scale subgrid-scale �SSS� model by
hah and Ferziger �21�. They concluded that the simple SS model
ives less accurate results in regions where the flow is not fully
eveloped, as compared with the FD and the SSS models. The SS
odel was found to work fairly well for the outdoor flows, where

onditions are fully turbulent. Since the FD and the SSS models
re computationally more intensive, the SS model was recom-
ended for outdoor flows and the SSS and FD models were rec-

mmended for indoor flows. This represented an optimum solu-
ion to ensure accurate representation of upstream conditions.

Recently, Zhai et al. �22� and Zhang et al. �23� compared eight
ifferent RANS and LES models for simulation of representative
ndoor air flows such as forced and mixed convection in ventilated
paces and natural convection in a tall cavity. They concluded that
he v2f-dav model by Davidson et al. �24� and LES are the most
uitable models in predicting air velocity, temperature, and turbu-

ent quantities for low Rayleigh number natural convection flows.
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In forced convection with low turbulence levels, the renormaliza-
tion group �RNG� k-� model by Yakhot and Orszag �25�, the low
Reynolds number k-� model due to Launder and Sharma LRN-LS
�26�, the v2f-dav, and LES all performed very well. The v2f
model by Durbin �27� was found to be very promising but the
numerical algorithm has to be constructed so as to avoid some
inherent numerical problems. The RSMs were shown to be able to
capture more flow details than eddy viscosity based models; how-
ever, they require more computational time. The authors con-
cluded that LES provided more detailed and possibly more accu-
rate predictions for indoor air flows and that it is a very important
tool for understanding the dynamics of indoor airflow.

In the current investigation, we use LES to model the air flow
inside an experimental flow chamber located in the Indoor-Flow-
Laboratory �IFL� at Syracuse University. The hydrodynamic con-
ditions within the facility are typical of displacement ventilation
systems, where the supply air displaces the room air with pre-
sumed minimal mixing so as to achieve a high air change effi-
ciency �1�.

Consistent with the incremental procedure for simulation of dis-
placement ventilation systems laid out by Chen and Srebric �28�
and Chen and Zhai �29�, we have neglected thermal convection
effects and geometrical complexities at this stage. The main ob-
jective here was limited to modeling and understanding the basic
flow behavior inside the IFL, with an eye toward incorporating
more comprehensive physics and more geometrical details in fu-
ture investigations.

The sensitivity of the flow field to the inlet turbulence levels
and the details of the flow at the inlet are investigated. The per-
formance of the Smagorinsky LES model with constant coeffi-
cient and the dynamic model in predicting the air flow are sys-
tematically studied and analyzed. Finally, light is shed on the
performance of the k-� model in predicting the mean flow and the
turbulent kinetic energy throughout the flow field at varying inlet
turbulence levels.

2 Turbulence Models

2.1 RANS Equations. The ensemble average of the constant
density NS equations takes the form �30�

��

�t
+

��ūi

�xi
= 0 �1�

��ūi

�t
+

�

�xj
��ūiūj� = −

� p̄

�xi
+

�

�xj
��� � ūi

�xj
+

� ūj

�xi
−

2

3

� ūl

�xl
�ij��

+
�

�xj
�− �ui�uj�� �2�

where � is the density, p is the pressure, � is the dynamic viscos-
ity, ūi is the velocity component in the xi direction, and the over-
bar indicates an averaged quantity. The symbol �ij denotes the
Kronecker delta, and the Einstein summation convention is used.
The Reynolds-averaged approach to turbulence modeling requires
that the Reynolds stress term −�ui�uj� be appropriately modeled. In
the k-� model, the Boussinesq approximation is used to relate the
Reynolds stresses to the mean velocity gradients through

− �ui�uj� = �t� � ūi

�xj
+

� ūj

�xi
� −

2

3
��k + �t

� ūk

�xk
��ij �3�

where the turbulent �or eddy� viscosity �t must be specified in
order for the above system of equations to be closed.

2.1.1 The Standard k-� Model. The simplest complete models
of turbulence are two-equation models in which the solution of
two separate transport equations allows the turbulent velocity and
length scales to be independently determined. According to Ref.
�30�, the standard k-� model in FLUENT falls within this class of

turbulence models that has become the workhorse of practical
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ngineering flow calculations in the time since it was proposed by
aunder and Spalding �31�. The turbulence kinetic energy k and

ts rate of dissipation � are obtained from the following transport
quations:

��k

�t
+

�

�xi
��kūi� =

�

�xj
��� +

�t

�k
� �k

�xj
� + Gk − �� �4�

���

�t
+

�

�xi
���ūi� =

�

�xj
��� +

�t

��
� ��

�xj
� + C1�

�

k
Gk − C2��

�2

k

�5�

here Gk represents the generation of turbulence kinetic energy
ue to the mean velocity gradients, and C1�, and C2� are the model
onstants. The details of how these terms are calculated in FLUENT

an be found in Ref. �30� and are omitted here for the sake of
revity. In these equations, �k and �� are the turbulent Prandtl
umbers for k and �, respectively. The turbulent viscosity �t is
omputed by combining k and � as follows:

�t = �C�

k2

�
�6�

he model constants C1�, C2�, C�, �k, and �� have the following
efault values: C1�=1.44, C2�=1.92, C�=0.09, �k=1.0, and ��
1.3.

2.1.2 A Two-Layer Model for the Enhanced Wall Treatment.
he two-layer approach is an integral part of the enhanced wall

reatment and is used to specify both � and the turbulent viscosity
n the near-wall cells �30�. In this approach, the whole domain is
ubdivided into a viscosity-affected region and a fully turbulent
egion. The demarcation between the two regions is determined
y a wall-distance-based, turbulent Reynolds number Rey. In the
ully turbulent region �Rey �Rey

��, the k-� model described above
s employed. In the viscosity-affected near-wall region �Rey

Rey
��, the one-equation model of Wolfshtein �32� is employed.

ere the default value of Rey
�=200 is used. In the enhanced wall

reatment approach, the turbulent viscosity is smoothly blended
ith the high-Reynolds-number �t definition from the outer re-
ion. The main purpose of the blending function is to allow con-
ergence even when the k-� solution in the outer layer does not
atch the two-layer formulation �30�. In the enhanced wall func-

ion approach, FLUENT blends the linear �laminar� and the loga-
ithmic �turbulent� laws-of-the-wall for the mean velocity using a
unction suggested by Kader �33� to form a single law-of-the-wall
or the entire wall region. The resulting law-of-the-wall has the
orrect asymptotic behavior in the viscous sublayer and the log-
aw region and also represents the velocity profile in the wall
uffer region reasonably well �30�. The k equation is solved in the
hole domain including the wall-adjacent cells. The boundary

ondition for k imposed at the wall is

�k

�n
= 0 �7�

here n is the local coordinate normal to the wall. As we will
llustrate, the dynamics of the flow are dominated by the shear
ayers and hence we expect the flow to be relatively insensitive to
he boundary conditions applied at the walls.

2.2 LES Equations. By filtering the constant density NS
quations, one obtains �30�

��

�t
+

��ũi

�xi
= 0 �8�

��ũi

�t
+

�

�xj
��ũiũj� =

�

�xj
� ��ij

�xj
� −

� p̃

�xi
−

�ij

�xj
�9�
here the tilde indicates a filtered quantity,
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�ij = �� � ũi

�xj
+

� ũj

�xi
� −

2

3
�

� ũl

�xl
�ij �10�

that represents the contributions of the filtered velocity to the vis-
cous stress tensor, and �ij is the subgrid-scale stress defined by

�ij 	 �uiuj
˜ − �ũiũj �11�

The subgrid stresses are modeled using the Boussinesq approxi-
mation as in the RANS models:

�ij − 1
3�kk�ij = − 2�tS̃ij �12�

where S̃ij is the rate-of-strain tensor for the filtered velocity, de-
fined by

S̃ij 	
1

2
� � ũi

�xj
+

� ũj

�xi
� �13�

and �t is the subgrid-scale turbulent �or eddy� viscosity.

2.2.1 Smagorinsky-–Lilly Model. In the Smagorinsky model,
the eddy viscosity is modeled by

�t = �Ls
2
S̃
 �14�

where Ls is the mixing length for the subgrid scales and 
S̃


	�2S̃ijS̃ij. In FLUENT, Ls is computed using

Ls = min�	d,CsV
1/3� �15�

where 	�=0.41� is the von Karman constant, d is the distance to
the closest wall, and V is the volume of the computational cell. A
value of 0.1 for Cs has been found satisfactory for a wide range of
flows and was thus used in the current investigation.

2.2.2 Dynamic Smagorinsky–Lilly Model. Germano et al. �9�
and subsequently Lilly �10� conceived a procedure by which the
Smagorinsky model constant Cs is dynamically computed based
on the information provided by the resolved scales of motion.
They realized that the LES equations are solved for the filtered
velocity field, although this filtering is not always explicitly per-
formed. Using single- and double-filtered residual stress tensors,
Germano �34� derived a closed expression for a tensor referred to
as the resolved stress tensor, in terms of the grid-filtered velocity
field. The resolved stress tensor can be loosely interpreted as the
contribution to the residual stress from the largest unresolved
scales �2�. If a Smagorinsky type model for the deviatoric part of
this tensor is constructed, then an adjustable coefficient Cs can be
locally matched to provide the best estimate for the deviatoric part
of the resolved stress tensor. As it is impossible to match the five
independent components of the deviatoric tensor, Lilly �10� de-
rived a specification of Cs that minimizes the mean-square error.
In the implementation of the dynamic LES model in FLUENT, Cs is
clipped at zero and 0.23 by default to eliminate backscatter and to
avoid numerical instabilities �30�.

3 Numerical Solution Details
The commercial CFD code FLUENT was used to simulate the

flow. The temporally second-order accurate, unsteady solver based
on the noniterative time advancement algorithm was used with the
incompressible pressure-based segregated solver, using the
pressure-implicit with splitting of operator pressure-velocity cou-
pling scheme. The central differencing scheme is an ideal choice
for LES because of its low numerical diffusion; however, it can
result in unphysical oscillations in the solution. This situation is
worsened if combined with the low subgrid-scale turbulent diffu-
sivity used in LES. The bounded central differencing scheme is a
composite normalized variable diagram scheme that consists of
pure central differencing, a blended scheme of the central differ-
encing and the second-order upwind scheme, and the first-order

upwind scheme, which is used only when the convection bound-
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dness criterion is violated �30�. Provided that the numerical so-
ution converges, this approach leads to pure second-order differ-
ncing �30�. The bounded central difference scheme was used for
iscretization of both the pressure and momentum equations, and
efault tolerances were used �a residual tolerance of 0.0001 and
elaxation factors of 1 for the pressure and momentum equations�.
ir with constant density and viscosity at standard sea level con-
itions was used. The time step was set so that the resulting maxi-
um Courant number would be no larger than 0.5. The boundary

onditions used in the first stage of this investigation were simple
lug/uniform flow velocity profile at the inlet, with uniform tur-
ulence intensities of 0%, 5%, and 13%, a uniform turbulence
ength scale equal to 7% of the inlet hydraulic diameter, a pressure
utlet for the outflow, and solid wall boundary conditions every-
here else. Simulations of the flow were continued up to the time
hen the flow was approximately statistically stationary. In the

econd stage of the study, the inlet velocity and turbulence profiles
btained from experiments conducted in the IFL at Syracuse Uni-
ersity �35� were used in the simulations.

3.1 Description of the Geometry. The IFL chamber consists
f a 2.44
1.83
2.44 m3 cubicle, with optical access for particle
mage velocimetry �PIV� measurements through the front �1.83

2.44 m2� wall. The origin of the coordinate system is located at
he center of the cubicle, with positive z pointing vertically up-
ard and positive x pointing toward the front wall �see Fig. 1�.
he chamber half-height L is used to nondimensionalize the ver-

ical distance. The chamber is designed to represent a typical
ndoor-flow environment for a single occupancy cubicle. An iso-

etric view of the chamber is shown in Fig. 1�a� and a top view
s shown in Fig. 1�b�. The cubicle is ventilated by a low speed,
losed-loop system that is designed to allow an occupant’s ther-
al plume to be a significant factor in driving the flow. There is a

.2
0.46 m2 inlet on the floor, near the front wall, and an iden-
ically sized outlet in the ceiling near the rear wall. The average
nlet and outlet flow velocity is 0.2 m/s.

3.2 Description of the Computational Grid. An initial grid
ontaining 48
32
48 cells was developed using FLUENT’s Gam-
it mesh generator to represent the chamber. The accuracy of the
esulting solution was checked by grid refinement and comparison
f the resulting solution with the original solution on the coarser
rid. The process was repeated until an accurate solution was
btained. Based on the initial results from the coarse grid, the grid
as locally refined in those regions exhibiting steep gradients of

he solution variables such as the inlet, the shear layers around the

Y

X

Z

a( )

Outl

20

(b)

Fig. 1 „a… Geometry of Indoor Flowfield Laborat
„b… Top view; dimensions are in cm.
nflow plume, the ceiling, and the outlet. First, a vertical column
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including the inlet and three cells on each side of it was refined
once �by halving the mesh dimensions in each coordinate direc-
tion�, and another volume around the outlet, extending three cells
on each side of it and four cells below it was refined �again, by
halving the mesh dimensions in each coordinate direction�. Fi-
nally, a volume covering the entire ceiling area and extending four
cells below, it was similarly refined. The resulting grid was again
used to determine the general features of the flow. Based on the
results of the initial calculations on this grid, it was determined
that extra refinement of the grid in the vicinity of the inlet was
required to maintain adequate accuracy. Two additional steps of
refinement were done. The first involved refinement of the volume
covering the inlet area and four cells away from it on all sides, and
extending 18 cells above the inlet. The second refinement covered
the area of the inlet and two cells away from it on all sides, and
extended nine cells above the inlet. The resulting grid, referred to
here as the baseline grid, is shown in Figs. 2�a� and 2�b� where �a�
shows a side view of the vertical plane passing through the center
of the inlet and �b� shows a top view of the floor and the inlet area.
The baseline grid calculations were performed on a Linux cluster
using ten processors. The wall-clock time per time step was about
10 s corresponding to 800 s of �wall-clock� compute time per
physical second �since the time step on this grid is �t=0.0125 s�.
It was found that the wall-clock time for calculations with the
dynamic subgrid-scale model is nearly the same as that for the
constant coefficient Smagorinsky model. To test grid convergence,
one case �13% inlet turbulence intensity� was solved on a refined
grid that contained twice the number of grid cells in each direc-
tion. The time step used on the refined grid was �t=0.006 25 s,
so the solution for a fixed time interval was approximately 16
times more computationally expensive than the solution on the
baseline grid. The computations on the refined grid were per-
formed on a newer Linux cluster utilizing Infiniband as an inter-
connect, which was found to significantly decrease the wall-clock
time. Using 20 cores on five nodes �each having two dual core
processors� reduced the wall-clock time to about 1 s per time step.

3.3 Simulation of Inlet Turbulence. Simulation of inlet tur-
bulence for fully developed turbulent flows can, in principle, be
achieved by adding small perturbations to a laminar flow and by
having a long enough computational domain in the streamwise
direction to allow the turbulence to develop. In order to reduce the
development region, a more viable approach is to introduce an
upstream domain and to solve for the flow assuming periodicity in
the streamwise direction �36�. The result of this calculation is then

244

Inlet 183

15

46

Chamber; dimensions are 244Ã183Ã244 cm3.
et

ory
used as an inflow boundary condition for the main simulation.
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his approach, while accurate, is too expensive to be used in
ngineering applications. A more practical approach is to super-
mpose random noise perturbations on mean velocity profiles ob-
ained from a separate RANS simulations �37�. This approach can
ead to stability problems due to the unphysical randomness of the
erturbations that depend on the time step �38�. A similar ap-
roach is to use random perturbations to generate inlet turbulence
ith predefined characteristics. Using this technique, Lee et al.

39� built a realistic turbulence spectrum using Fourier modes
ith random phase shifts. This method can, however, result in an

rtificial transition region between the prescribed turbulent field
nd the solution of NS equations inside the domain �40�. FLUENT

upports two techniques for generating time-dependent inlet con-
itions for LES. The first technique is the random flow generation
RFG� technique developed by Smirnov et al. �40�. This technique
enerates a divergence-free, inhomogeneous, and anisotropic flow
eld with predefined correlation coefficients. This method re-
uires the specification of the anisotropic velocity correlation ten-
or, length, and time scales of the turbulence that may be obtained
rom a RANS simulation or high-resolution experimental data.
he spatial and temporal variations of the resulting velocity field

ollow a Gaussian spectrum with the specified length and time
cales. Smirnov et al. �40� successfully applied this technique to
he simulation of ship wakes. The ship hull part of the domain was
imulated using a RANS calculation. The resulting anisotropic
eld was then used as an inflow plane to the wake part of the
omain, which was simulated with LES. The length and time
cales required by the RFG were deduced from the length scales
redicted by the RANS. The RFG is a more realistic representa-
ion of the turbulence than a simple Gaussian distribution of ve-
ocity as it guarantees that the resulting velocity field satisfies the
ontinuity and anisotropy constraints. The RFG, however, does
ot guarantee that the resulting field satisfies the momentum equa-
ions and is thus an approximate method �40�. The second tech-
ique for inlet turbulence generation in FLUENT is the vortex
ethod developed by Mathey et al. �41�. With this approach, a

erturbation is added to the specified mean velocity profile via a
uctuating vorticity field �two-dimensional in the plane normal to

he mean-flow direction�. The use of this method requires the
pecification of the mean turbulent kinetic energy and dissipation

XY

Z

a( )

Fig. 2 Computational grid for the Indoor Flowfield Labo
views of the baseline grid
ate profiles at the inlet of the computational domain �30�. The
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accuracy of this method has been investigated using several test
cases �38� such as turbulent channel and pipe flows and the flow
over periodic hills. The flow over periodic hills represents a case
where the dynamics of the flow are controlled to a great extent by
the level of upstream turbulence. Mathey et al. �41� compared two
approaches for specifying the inlet turbulence with a reference
simulation in which periodic boundary conditions were used. In
the first test simulation, the vortex method was used to generate
the inlet boundary conditions and in the second test simulation
random noise was used. They found that the random noise simu-
lation overestimated the re-attachment length by 50% and under-
estimated the spreading rate of the shear layer. They also found
that the random noise underestimated the turbulence level inside
the shear layers by one order of magnitude. They explained these
results by the low level of kinetic energy in the random noise
simulation due to the damping of the nonphysical random fluctua-
tions at the inlet. This demonstrated the importance of the up-
stream history of the turbulence on the subsequent production
mechanisms and thus the sensitivity of the turbulence to the ac-
curacy of the inlet boundary conditions �38�. We therefore se-
lected FLUENT’s built-in vortex method to generate the time-
dependent inlet conditions.

4 Results and Discussion
We begin by showing a comparison of solutions on the refined

and the baseline grids to demonstrate that the solution on the
baseline grid is spatially converged. On this basis, the baseline
grid is used for all the subsequent computations. The effect of the
turbulence level at the inlet is studied assuming a uniform mean
velocity profile and three levels of isotropic turbulence at the inlet.
Then, the 13% inlet turbulence case with uniform mean profiles is
compared with the case using the measured inlet velocities and
turbulence intensities to determine the significance of the detailed
profiles at the inlet. We also compare the performance of different
modeling approaches: the constant coefficient Smagorinsky
subgrid-scale model and the dynamic model for the 13% case with
uniform inlet profiles, and the constant coefficient model with the
k-� model at 0% and 13% inlet turbulence intensity.

4.1 Grid Convergence Study. The grid resolution for LES

X

Y

Z
b)

ry Chamber: „a… side „x-z plane… and „b… top „x-y plane…
(

rato
should be sufficient to resolve the bulk of the turbulent kinetic
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nergy. If this is achieved, LES should be at most weakly depen-
ent on the particular subgrid-scale model used in the computa-
ions. In FLUENT, the mixing length for the subgrid scales Ls and
he subgrid-scale eddy viscosity �t=�t /� are used to construct an
stimate for the subgrid-scale turbulent kinetic energy ks defined
s

ks =
�t

2

Ls
2 �16�

hich is referred to by FLUENT as the “subtest kinetic energy.”
igures 3 and 4 compare the mean and root mean square �rms� of

he velocity magnitude obtained from the solutions on the baseline
nd the refined grids. It is seen that the shapes of the profiles agree
easonably well and that the deviations are generally small, reach-
ng a maximum of about 30%. It is also seen that the deviations at
he stations closest to the inlet �Fig. 3�a� and 4�a� at z /L=−0.2�
ccur predominantly in the shear layers. Figure 5 also compares
he turbulent kinetic energy obtained from the solutions on the
wo grids including the subgrid-scale contributions. It is clear that
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on the refined grid the subtest kinetic energy is less than 5% of the
total turbulent kinetic energy, except very near the inlet, so the
solution on this grid is judged to be well resolved. The subtest
kinetic energy on the baseline grid is somewhat larger, but still
small enough relative to the total turbulent kinetic energy that we
judge the solution on the baseline grid to be adequately resolved
for the subsequent computations. This conclusion is supported by
the earlier comparison of the mean and rms profiles shown in
Figs. 3 and 4.

4.2 Effect of Inlet Turbulence Level Using Plug-Flow Inlet
Conditions. Figures 6�a� and 6�b� show the contour plots of the
instantaneous and mean velocity magnitudes, respectively, along
the vertical x-z plane passing through the middle of the inlet for
the 0% inlet turbulence intensity case. It is clear that the jet in this
case is very confined and that there is little mixing with the room
air. The jet flows straight up toward the ceiling, bends 90 deg, and
flows along the ceiling until it reaches the exit. Other than this
basic flow pattern, there are no significant organized motions or
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irculation patterns in the room. The figures for the instantaneous
nd mean velocities are also reasonably similar, especially near
he inlet, suggesting that the levels of turbulence are quite low.
ear the ceiling, however, the jet has spread enough to interact
ith the front wall, generating turbulence there and in the ceil-

ng’s boundary layer. A complicated unsteady flow pattern, domi-
ated by eddying motions, is observed in the ceiling’s stagnation
ayer.

Figures 7 and 8 show the corresponding contour plots for the
ases of 5% and 13% inlet turbulence intensity. It is seen in both
ases that the jet spreads and mixes with the room air more rap-
dly and starting closer to the inlet than in the laminar inflow case.
he mean flow, however, is still generally confined to a vertical
olumn around the inlet and a horizontal slab along the ceiling,
ith only weak circulation elsewhere in the room. The reason for

he more rapid mixing and spreading of the jet, and the increased
evels of turbulence relative to the laminar inflow case is that the
nlet jet, seeded with turbulence, undergoes a more rapid transition
o a turbulent jet than the laminar inflow case. Figures 7 and 8
how significant similarity between the 5% and 13% turbulence
ntensity cases in both the mean and the instantaneous flow veloc-
ty magnitudes. It is also noted that the instantaneous contours in
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Fig. 5 Comparison of turbulent kinetic energy on the b
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both cases are characterized by the intermittent breaking-off of
blobs of high velocity fluid from the jet core that increase the local
levels of turbulence as they sweep through the domain.

The above observations can be seen more quantitatively by
looking at profiles of the mean velocity magnitude and the rms of
the velocity fluctuations for the different levels of the inlet turbu-
lence intensity. Figures 9 and 10 compare the profiles of the mean
velocity magnitude at stations located at z /L=−0.4, z /L=0.0, and
z /L=0.75, plotted along the horizontal lines extending from x
=0.71 m all the way to the front wall, along the center of the inlet
�y=0�. As can be seen, the mean velocity profiles in the 5% and
13% cases are quite similar, exhibiting nearly the same spreading
rate. This is consistent with the notion that, beyond a threshold
level of the inlet turbulence intensity, the subsequent development
of the jet is only weakly dependent on the inlet conditions. It is
also noted that the profiles of the 5% and 13% cases exhibit sig-
nificant asymmetry due to the front wall. The laminar inflow case,
in contrast, has nearly symmetric profiles up until z /L=0.75,
where the jet has spread enough to interact with the wall, causing
an asymmetry of the profile to develop.
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Profiles of the velocity rms are shown in Figs. 11 and 12. Once
again the 5% and 13% cases show quite similar profiles through-
out the computational domain. The behavior of the laminar inflow
case needs some elaboration. At the z /L=−0.4 and z /L=0.0 sta-
tions, the level of turbulence is significantly less than for the 5%
and 13% cases because of the laminar state of the entering jet.
However, near the ceiling, the shear layers have grown enough to
begin to interact with the front wall and turbulence is generated
there and also in the ceiling’s boundary layer. The contours in Fig.
6 show the generation of a blob of high velocity fluid near the
ceiling, which can contribute to the high levels of turbulence near
the ceiling. Accordingly, the rms levels of the velocity fluctuations
in the laminar inflow case are seen to be higher than the rms levels
for the 5% and 13% cases near the ceiling �see Figs. 11 and 12�.

The significant differences between the simulation results for
the 0% and both the 5% and 13% cases cannot be captured by the
standard k-� model, which is designed primarily for fully devel-
oped turbulent flows. This very fact led Loomans �42�, who in-
vestigated the effect of inlet turbulence intensity level on the flow
field of a displacement ventilation system in a full-scale room
using the standard k-� model, to conclude that the level of inlet
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urbulence has a negligible effect on the flow field especially far
rom the inlet. As we will demonstrate, the standard k-� model is
nsensitive to the level of inlet turbulence intensity and accord-
ngly cannot be used to accurately predict the flow behavior for
ituations wherein the flow is most probably transitional in nature.
t is also noted that the levels of inlet turbulence intensities inves-
igated by Loomans were 10% and 35% and accordingly the flow
as most probably fully developed even for the lower value. Us-

ng the k-� model for the simulation of a jet in a two-dimensional
avity with inlet turbulence intensities of 4–37.4%, Joubert et al.
43� also concluded that the effect of the inlet turbulence intensity
n the flow field was negligible.

The LES results for the 5% and 13% cases are consistent with
he study of Jiang �44� who used LES and the standard k-� model
o investigate the effects of inlet boundary conditions on the flow
eld in a full-scale room. At the highest studied ventilation rate of
9.5 air change per hour �ACH�, corresponding to an inlet mean
elocity of 1.43 m/s and a Reynolds number of 4895, Jiang inves-
igated three cases: �1� uniform inlet velocity profile and uniform
urbulence intensity of 10%, �2� profiled velocity and turbulent
inetic energy from hot wire measurements, and �3� experimental
elocity profile and uniform inlet turbulence intensity of 10%. In
ES, the turbulence at the inlet was generated using a random
umber generator technique. The author concluded that the effect
f inlet conditions on the flow field is confined to the vicinity of
he inlet and negligible elsewhere in the flow field. Although the
verage level of inlet turbulence intensity in case �2� could not be
nferred, the high ventilation rate/Reynolds number used in this
tudy indicate that the flow was fully developed in nature. Our
ES simulation with laminar inflow conditions shed some light on

he potentially significant differences between simulations at low
evels of inlet turbulence and those with high enough levels of
nlet turbulence to cause the flow to rapidly reach a fully devel-
ped state. The existence of a threshold inlet turbulence level,
bove which the flow becomes independent of the inlet turbulence
evel, is a hypothesis that requires further investigation.

4.3 Effects of Realistic Inlet Flow Conditions. Here we con-
ider the importance of the detailed mean and turbulence profiles
t the inlet on the flow inside the room. We replace the idealized
nlet velocity profile used in Sec. 4.2 by the experimentally mea-
ured inlet conditions. The first stage of utilizing the PIV experi-
ental data obtained at Syracuse University �45� in our simula-

ions involved interpretation of the data, which contained artifacts
rom the measurement technique and experimental noise. In addi-
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Fig. 13 Experimental data and curve fits along the „a… long
the inlet section.
ion, data could not be obtained for that part of the inlet closest to
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the front wall, due to distortions and reflections from the glass
wall; consequently, assumptions had to be made about the profiles
of the measured quantities. The experimental data consist of the
mean values of the three components of velocity and the rms of
their fluctuations. The mean velocity components in the plane of
the inlet, i.e., the U and V components, were deemed small
enough to neglect, whereas the vertical component W of the ve-
locity was fitted to a smooth polynomial. The variations parallel to
the long side of the inlet were not as significant as those across the
short side, and a fit of the averaged experimental data on both
sides was used. Figure 13�a� shows two fourth-order polynomials
�one covering most of the profile and one representing the shear
layer portion�. In the direction of the short side, the interpretation
of the data was complicated by the fact that part of the inlet was
not covered by the measurement window; hence this part of the
data was missing. We extrapolated the missing data using two,
fourth-order, polynomials that represent the profile, including the
missing segment, as shown in Fig. 13�b�. The turbulent kinetic
energy and the root mean square of the fluctuating velocities were
assumed symmetric across the short side of the duct, with negli-
gible variation in the direction of the long side, as shown in Fig.
14 �which shows only half of the profile since it is assumed
symmetric�.

FLUENT calculations with these fitted inlet profiles were run and
compared with the 13% case with uniform profiles. Figures 15
and 16 show comparisons of the mean velocity at four vertical
stations. Note that the significant differences at the lowest station
�z /L=−0.8� become weaker with increasing distance from the in-
let. The maximum deviation between the two cases occurs in the
shear layers, where the deviation of the measured inlet turbulent
kinetic energy from the spatially averaged value is greatest. This
suggests that there is some memory of the inlet conditions
throughout the flow.

Similar behavior of the rms of the velocity is shown in Figs. 17
and 18, where close to the inlet �at the z /L=−0.8 and z /L=−0.4
stations� the profiles are significantly different, whereas close to
the ceiling, the two cases predict similar levels of turbulence �no-
tice the offset of the origin of the vertical axis in Fig. 18 amplifies
the small differences between the profiles�. So in general the flow
field exhibits sensitivity to the inlet flow conditions primarily near
the inlet. As the flow evolves spatially, the effect of the inlet
conditions becomes less pronounced. This conclusion is in agree-
ment with Jiang’s �44� conclusions from his LES and k-� model
calculations for similar comparisons. Joubert et al. �43� also re-
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niform profile does not affect the mean velocity in the two-
imensional cavity flow that they analyzed with the k-� model;
owever, they found significant differences in the predicted levels
f turbulence in the cavity, which they explained on the basis of
he contribution of the shearing already present in the inflow in
he parabolic profile case. It should be noted that the wall jet
tudied in their two-dimensional simulation is fundamentally dif-
erent from the present configuration. The close proximity of the
et to the top boundary may have caused the greater sensitivity.
hey also noted that the width of the slot has an important effect
n the turbulence level within the cavity.

4.4 Comparison of the Constant Coefficient and Dynamic
magorinsky LES Models. The success of a subgrid-scale model
an be characterized by how well it predicts the large-scale statis-
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tics of a given turbulent flow. It is to be expected that the results
should be relatively insensitive to the subgrid-scale model if the
large-scale, energy-containing, turbulent motions are sufficiently
resolved. The dynamic model adjusts the coefficient Cs locally in
space and time based on the resolved scales. In this way, the
model responds to changes in the large-scale turbulent motions,
and thus it tends to be self-correcting in the sense that it adjusts
the eddy viscosity coefficient based on the energy in the resolved
scales. In this section, a comparison is made between the results
obtained with the constant coefficient Smagorinsky subgrid-scale
model and the dynamic model for the case of 13% inlet turbulence
intensity, with uniform mean inlet profiles. Figures 19–22 com-
pare the mean and the rms of the velocity magnitudes obtained
from the constant coefficient and the dynamic model in both the
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Fig. 17 rms velocity magnitude at „a… z /L=−0.8 and „b… z /L=−0.4; comparison of results with plug flow and experimen-
tally determined inlet conditions.
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Fig. 18 rms velocity magnitude at „a… z /L=0.875 and „b… z /L=0.9375; comparison of results with plug flow and experi-
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Fig. 20 Mean velocity magnitude at „a… z /L=0.875 and „b… z /L=0.9375; comparison of results using constant-coefficient
and dynamic Smagorinsky models
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ear- and the far-field of the jet. Maximum deviations of about
0–30% in the mean velocity magnitude occur near the inlet
where the largest dissipation rates are concentrated�, at the z /L
−0.4 and z /L=0.0 stations �notice the origin offset in the plots
ear the ceiling, Figs. 20 and 22�. Further from the inlet, as the jet
oses its strength, maximum deviations of about 10–15% are seen
t the z /L=0.875 and z /L=0.9375 stations �see Figs. 19 and 20�.
imilar behavior of the rms of the velocity magnitude is observed

n Figs. 21 and 22, where at the z /L=−0.4 and z /L=0.0 stations,
he maximum deviations are about 20%, whereas at the z /L
0.875 and z /L=0.9375 stations, the deviations are about 10–
5%. The differences described above are expected, as it was
hown that the subgrid-scale contribution to the total turbulent
inetic energy is largest near the inlet and smallest near the ceiling
see Fig. 5�a� and 5�b��. These results demonstrate that the con-
tant coefficient model agrees reasonably well with the dynamic
odel, at least for the low-order statistics of the flow. This weak
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dependence on the subgrid-scale model reflects the fact that the
large energy-containing scales of motion are well resolved.

4.5 k-� Model Predictions at Low Inlet Turbulence Levels.
As already alluded to in Sec. 4.2, significant flow field differences
can potentially exist between the LES and the standard k-� model
predictions when the flow is slowly developing in space or time.
In this section, we have systematically studied these model differ-
ences for the two extreme levels of inlet turbulence, i.e., 0% and
13%. For the 0% inlet turbulence case, LES predicts that the flow
develops slowly in space and, accordingly, the flow field is a
mixed laminar and turbulent state. For the 13% case, the jet rap-
idly transitions to a fully developed turbulent state close to the
inlet. Figures 23 and 24 compare the mean velocity magnitude
and turbulent kinetic energy from two simulations using the stan-
dard k-� model with 0% and 13% inlet turbulent levels, respec-
tively. It is seen that the solution is nearly insensitive to the level

x [m]

R
M

S
ve

lo
ci

ty
m

ag
ni

tu
de

[m
/s

]

0.7 0.8 0.9 1 1.1 1.2
0.04

0.045

0.05

0.055

0.06

Const coeff model
Dynamic model

b)

=0.9375; comparison of results using constant-coefficient

x [m]

M
ea

n
ve

lo
ci

ty
m

ag
ni

tu
de

[m
/s

]

0.8 0.9 1 1.1 1.2
0

0.02

0.04

0.06

0.08

k-ε model, 0% turbulence
k-ε model, 13% turbulence

b)
(

/L
(

odel at „a… z /L=−0.6 and „b… z /L=0.875

Transactions of the ASME

E license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o
o
w
s
m
c
t
0
w
e
m
f
a
m
s
s
t
�

-� m

J

Downloa
f inlet turbulence especially far from the inlet. The slow devel-
pment of the jet predicted by LES in the 0% case is not observed
ith the k-� model. To emphasize this point, we compare the

olution from the k-� and LES, using the constant coefficient
odel, at 0% and 13% inlet turbulent levels. Figure 25 shows the

omparison for the mean velocity magnitude profile very close to
he inlet �z /L=−0.8� at 0% and 13% inlet turbulent intensities. At
% turbulence intensity, LES is predicting a flat velocity profile
ith a sharp gradient separating the potential core from the qui-

scent fluid outside. The k-� model, in contrast, predicts a much
ore diffuse profile with curved shape similar to the profile for a

ully developed free jet. The two model predictions are in better
greement at the 13% turbulence intensity, as the turbulence is
ore nearly fully developed leading both models to predict a

moother profile. The inability of the k-� model to predict the
low development of the jet at 0% inlet turbulence intensity leads
o an overprediction of the spreading rate. As discussed in Ref.
2�, a well-known deficiency of the k-� model is that it signifi-
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cantly overpredicts the rate of spreading for the round jet. Al-
though these differences could be reduced by adjusting the value
of C�1 or C�2, we did not feel that this would be justified. Figure
26 shows the mean velocity profile at a location well removed
from the inlet �z /L=0.75�. The agreement between the LES and
k-� predictions is better at the 13% inlet turbulence intensity level.
Nevertheless, it is clear that the k-� model fails to capture the
correct qualitative behavior near the upper right corner �x
�1.22 m�, as it shows a nearly stagnant region, whereas the LES
model predicts that there are small patches of intermittent activity
in the corner. Figure 27 shows a comparison of the resolved tur-
bulent kinetic energy from the LES model to the turbulent kinetic
energy from the k-� model at 0% and 13% inlet turbulent inten-
sities. In the laminar inflow case, it is clear that LES is predicting
the correct physical behavior of the jet close to the inlet where
there is no active mechanism for turbulence generation yet at
z /L=−0.8 as the shear layer thickness is close to zero and the jet
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nflow is laminar. The k-� model on the other hand is predicting
nrealistically high levels of turbulence near the inlet. In the 13%
urbulence intensity case, although the k-� model qualitatively
aptures the double-peaked profile, it still significantly overpre-
icts the turbulent kinetic energy relative to the LES model. Fig-
re 28 presents similar comparisons at a location close to the
eiling �z /L=0.75�. As noted above, LES predicts a complicated
atch of activity close to the upper right corner dominated by
ortical flow. The k-� model, in contrast, merely predicts a decay-
ng jet and accordingly fails to predict the turbulent patch in the
orner, which is consistent with the underprediction of the level of
urbulence observed in Fig. 28.

Conclusions
The ventilation flow inside a simple cubicle was investigated

sing LES with both a constant coefficient and dynamic model,
nd the k-� model. The effect of inlet turbulence intensity has
een investigated using idealized uniform mean inlet conditions
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Fig. 26 Mean velocity magnitude from k-� and LES model
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Fig. 27 Turbulent kinetic energy from k-� and LES models at
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with 0%, 5%, and 13% inlet turbulence intensities. It is seen that
the 5% and 13% cases exhibit much faster spreading and mixing
with the room air than the laminar inflow case and that the statis-
tics predicted in these two cases are close to each other, especially
far from the inlet. We conjecture that beyond a threshold level of
inlet turbulence intensity, the jet develops nearly independently of
the inlet turbulence intensity. This is consistent with the findings
of Jiang �44�, Loomans �42�, and Joubert et al. �43� who likewise
found little sensitivity to the inlet turbulence levels. However, the
laminar inlet flow case yielded significant deviations of the mean
flow and turbulence levels from the simulations with higher levels
of inlet turbulence. The results of flow simulations with experi-
mentally measured profiles for the inlet conditions are compared
with those for the 13% case with uniform mean inlet profiles. It is
seen that near the inlet the flow is sensitive to the inlet flow
details, but these effects become less pronounced, although non-
negligible, further away from the inlet. The results of simulations
using the constant coefficient Smagorinsky and the dynamic LES
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odels agree reasonably well especially far from the inlet where
ost of the turbulent kinetic energy is resolved. The most signifi-

ant differences are seen near the inlet, where the subgrid-scales’
ontribution to the total turbulent kinetic energy is as high as 30%
f the total turbulent kinetic energy. The k-� model simulations
re compared at 0% and 13% inlet turbulence intensities. It is seen
hat the k-� model is nearly insensitive to the level of inlet turbu-
ence especially far from the inlet. Finally, the results of simula-
ions using the k-� and LES models with 0% and 13% inlet tur-
ulence intensities are compared. It is seen that the k-� model
redictions for the 0% case are significantly different than the
ES predictions, as the k-� model fails to capture the slow spatial
evelopment of the jet into a fully turbulent state. At the 13%
urbulence level, it is seen that the k-� model predicts the general
eatures of the mean velocity reasonably well. Even for this case,
he k-� overpredicts the spreading rate of the jet relative to the
ES model and fails to capture the complicated unsteady flow
attern near the ceiling leading to significant overprediction of the
urbulent kinetic near the inlet and underprediction of it near the
eiling.
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